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Objectives

Artificial Intelligence is getting more and more anchored in several aspects of our daily lives such as surveillance systems, medical tools, finance, home/cellphone applications and... even toys!

In this project we propose to develop interaction interfaces for agents, using machine learning and other approaches, with the goal to apply them in a human-agent interaction experiment. More specifically and as an example, we propose an application based on the robot Cozmo\(^1\). The goal is to be able to make suggestions of restaurants or meals to a user, based on several factors such as the user’s profile, desires, the time of the day and the meals/restaurants available.

\(^1\)https://www.anki.com/en-us/cozmo

Figure 1: (from Anki’s website)
Work Plan

WP0: Get Cozmo’s attention

In order to grasp the agent’s attention, systems like keyword spotting, face detection or even a simple voice activity detection will be considered.

WP1: Recognize users based on multimodal cues

Cozmo needs to adapt its responses based on the user. So Cozmo needs to be able to recognize the user. For this we intend to use two main cues, visual and audio. For the visual cue, we plan to use the data of Cozmo’s integrated camera for facial recognition. For the audio cue, since Cozmo does, unfortunately, not have an integrated microphone, we plan to use and external one in order to recognize the speaker based on the voice. We also consider to fuse the data in order to give better results.

WP2: Understand the users requests

Not only does Cozmo need to recognize the user (see WP1) but also understand what is being said. For this we will leverage the currently available speech recognition, sentiment analysis and more general NLP systems and adapt them to best suit our application.

WP3: Retrieve relevant data for the task

In order to reply to the user, Cozmo needs to be aware of the context and the available options. Relevant data for this task (such as time of the day, local restaurants, etc.) will be gathered. The tools that will be considered are open source APIs and machine learning-based recommender systems.

WP4: Setting up user profiles

Cozmo should be able to adapt to different users and recognize them after a first interaction. That is why one of the work-packages will be dedicated to build user profiles and update them based on Cozmo’s interactions with the users.

OPTIONAL

Some other tasks can be considered and will depend on the amount of participants that will join in this project, as the WPs listed above. These are:

- Recognize and take the users’ moods and emotional reactions into account
- Use Cozmo to send messages to people in contact list (invite friends over for diner)
- Take into account restaurants online reviews via sentiment analysis
- etc.
Technical Aspects

A Python SDK is available for Cozmo application development. It allows to control Cozmo’s movements and expressions as well as gives access to Cozmo’s camera’s video data. For the other aspects of this project, APIs (such as Google Maps API) will be leveraged to build our application. We will also rely on machine learning libraries such as Tensorflow.

Deliverables & Research Benefits

Our main goal here is to setup a framework of machine learning-based interfaces for Cozmo applications. Therefore, at the end of this project, we intend to provide the community with a set of machine learning-based tools making the development of Human-Cozmo interactions easier and funnier. We hope this will trigger potential future collaborations and help developing new interesting machine learning-based Cozmo applications.

For Potential Participants

We are looking for motivated participants interested in machine learning, robots and most importantly, FOOD!!!. They also should be team players and not be afraid of challenges. So please, if this project motivates you, do not hesitate to apply! More specifically we would prefer participants with some of the following skills:

- Python programming, as python will be the main if not only language used in this project (for all WPs)
- Online data harvesting using tools such as Google’s APIs or others (mainly for WP3)
- Previous machine learning experience (for all WPs)
- Database management skills in order to store and access data concerning users and relevant for the application (mainly for WP4)
- Dialog management (mainly for WP2 and WP3)
- Natural Language Processing (NLP) (mainly for WP2)
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